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The Standards

• Today we will focus on 4L to 4N



• Understand statistical significance and its 

interpretation in case-control studies.

• Understand how effect size and clinical 

significance differ from statistical significance

• Understand common methods for examining CNV 

data for enrichment.

Objectives



Background – Statistics

100 Studies of 20 people.

# of Studies: 11 26 25 24 7 5 2

How do we integrate this knowledge into our interpretations?

Studies never capture the entire population just a 
sample. Small sample sizes will be less representative of 
the whole.



Hypothesis Testing:

Null hypothesis (H0): no difference between groups

Alternative hypothesis (Ha): a difference between groups

Can be one-tailed (a < b vs a > b) or two tailed (a=b vs 

a!=b)

▪ H0 – The incidence of CNV is the same in cases and 

controls

▪ Ha – The incidence of CNV is not the same in cases 

and controls

Background – Hypothesis Testing



Classification Error Rates:

▪ Type 1 (α): rejection of a true null hypothesis (False +ve)

▪ Commonly set to 0.05 as a p-value threshold

▪ Type 2 (β) : rejection of a false null hypothesis (False -ve)

▪ Power = 1- β

▪ When analyzed (typically before starting a study) 0.8 

is a common threshold.

Background – Hypothesis Testing



Background – Hypothesis Testing

What does a p-value tell you?

▪ “P-values can indicate how incompatible the data 

are with a specified statistical model.”



Background – Hypothesis Testing

What does a p-value not tell you?

▪ P-values do not measure the probability that the 

studied hypothesis is true, or the probability that 

the data were produced by random chance alone.

▪ A p-value, or statistical significance, does not 

measure the size of an effect or the importance of 

a result.
▪ “Smaller p-values do not necessarily imply the presence of 

larger or more important effects, and larger p-values do not 

imply a lack of importance or even lack of effect. “



Working with Count Data

Typically in CNV data we are working on count data 

in a contingency table

Testing for Enrichment:
Test are based on the fact that we are only seeing a sample of 

the entire population in our test.  Thus our observed values have 

associated inaccuracy which can be modelled (binomial, 

hypergeometric distributions).

▪ Chi-Squared Test

▪ Can be calculated by hand

▪ Minimum Cell Count > 5

▪ Fishers Exact Test

▪ More complex equation (Requires computer for large 

counts). No minimum cell count.

Disease No Disease

CNV Carrier DE HE

No CNV DN HN



What p-values reflect

Larger Population, Same Effect

Increased significance

Comparing Two Distributions

p-values alone will not tell you which case you are observing

Larger Effect, Same Population



Descriptive Statistics on Count Data

Count data in a contingency table

Risk (Probability) of Disease given CNV

p= DE / (DE+HE)

Odds of Disease given CNV

odds = DE/HE = p/(1-p)

*Probability and Odds are similar for rare events. 

Disease No Disease

CNV Carrier DE HE

No CNV DN HN



Effect Sizes

Odds Ratio

▪ Odds in cases / Odds in controls

▪ OR = DE/HE / DN/HN

▪ Primary Statistic in Regression Analysis

▪ Often misinterpreted as Relative Risk (typically larger)

Likelihood Ratio (aka Relative Risk, LR+)

▪ Probability in Cases / Probability in Controls

▪ LR = (DE / (DE+HE)) / (DN / (DN+HN))

▪ Easier to understand

95% Confidence bounds provide reasonable ranges 

within which the true value can be expected.

*For rare events OR and LR are very similar
Bland JM and Altman DG. BMJ. 2000 May 27; 320(7247): 1468.



Confidence Bounds

Define the confidence level of the estimate.

95% (α = 0.05) is the most common interval, but other intervals can be used 

(90%, 99%)..

Narrow = High Confidence in Estimate. Good robustness

Wide = Low Confidence in Estimate. Poor robustness

Images Public Domain: https://en.wikipedia.org/wiki/Confidence_interval
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Effect Size and p-value Examples



Effect Sizes - Application

Control Incidence
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p-values alone can not tell us if 

a CNV is benign, completely 

penetrant or a risk factor 

(incomplete penetrance, or 

variable expressivity).

Interpretation should integrate 

p-value, effect size, clinical 

information. No one metric is 

sufficient on its own.

A good starting point for effect size in dominant variants is 

LR > 5 with a lower 95% confidence bound above 1.



Application of Evidence

Clinical Significance and 

Statistical Significance are 

not necessarily the same.

Figure from: du Prel J-B et al . Dtsch Arzteble Int. 2009 May; 106(19): 335-339



Interpreting the p-value

Statistical tests only answer the specific question asked.

• Are the controls a random population or unaffected?

• Is the case cohort selected for a broad phenotype?

• Do the carriers demonstrate a broad or focused phenotype?

• Are there enough samples in the study?
• Do other studies have narrower confidence bounds?

• Are cases and controls of similar/balance ancestry?

• Is the gene of interest autosomal recessive or dominant?

• Were sex chromosome included in the study?



Evaluating Quality of Evidence

Power (1-β):

• https://clincalc.com/stats/Power.aspx

• Typically a well powered study will have a Power ≥ 80%

• Be cautious with using post-hoc power testing to “forgive” 

a negative result.

• True power analysis will use the same statistical test as 

the study.

Confidence Bounds:

• Define the range in which the true value likely exists.

• Typically far easier to understand and investigate than β

• Confidence intervals are typically calculated for:

• Proportions

• Effect Size



Evaluating Quality of Evidence

Confidence Bounds:

• http://vassarstats.net/

• Typically easier to interpret than power.

• Can evaluate for proportions or effect size.

• What are the lower/upper confidence bounds? 

• If you have two studies does one have a narrower 

confidence interval? 

• Is the interval so wide as to be uninformative?

Eypashc E et al. BMJ 1995;311:619

Image by Bscan - Own work, CC0, https://commons.wikimedia.org/w/index.php?curid=33884486

Many web tools will not work with 0s

• Consider the “Rule of Threes”

• The upper confidence bound for 

no observations is 3 observations

http://vassarstats.net/


Evaluating Quality of Evidence

Rule of Threes Example:

• p=0.022

• Using rule of threes 3 

in 8,329 would be ~ 6 

in 15,767.

• We know reasonable 

lower end of effect size 

will be somewhere 

around 1.5.

• Actual LR+ Inf (95% CI 1.34 to Inf)

• We will come back to this as a case example.

Cooper GM et al . Nat Genet. 2011 Aug 14;43(9):838-46



Analysis of the 

Signature Genetics 

Cohort



▪ 29,206 Intellectual Disability /  Developmental Delay Cases

▪ Cooper et al. 2012 Signature Genomics (15,767)

▪ New Signature Genetics (13,517)

▪ All Raw Data In House

▪ 19,584 Population Controls

▪ Cooper et al. 2012 Illumina (8,329)

▪ Additional SNP6 Controls (11,256)

▪ WTCCC2 58C: 2,523

▪ ARIC: 8,733

▪ Majority of Raw Data Available

Array Cohorts



▪ Windowed Enrichment Testing

▪ Generating p-values at predetermined intervals

▪ Genes

▪ Count Exon Intersecting CNVs

▪ Sliding Windows

▪ Windows defined by Case CNVs

▪ Useful to refine MCRs and identify focal pathogenic CNVs

▪ Generates a large number of tests

Supplementary Table 4, Supplementary Data Set 1

Methods to Analyze CNVs:



Table S4 – Gene Level p-values

Supplementary Data Set 1
▪ Windowed p-values

▪ Windows defined by breakpoints of 250+kbp CNVs in 

Signature. Windows < 90kbp discarded.

▪ Control Counts added by 40% coverage of window.



Windowing Strategies

▪ Gene Level (exon 

intersecting) vs breakpoint 

derived windows show 

different behavior in cases 

with non typical patterns. 

For example UTR 

deletions in MBD5.

▪ Gene Windows can help 

exclude genes within 

larger regions of 

significance.

▪ Sliding Windows can 

provide information in non-

coding space.



▪ CNV Specific Testing

▪ Genomic Disorders with known/expected breakpoints

▪ SD/LCR Mediated Events

▪ Subtelomeric Deletions

▪ Counting by exact CNVs vs Reciprocal overlap

▪ Generates a smaller list of “mostly” independent tests.

Supplementary Tables 2 and 3

Analysis Methods:



Complex Rare CNV Loci: 15q24

▪ Spans A to C: Deletions p = 0.0275

▪ Cover B to C: Deletions p = 0.000162, Duplications: p=0.0275
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Reciprocal Overlap?

▪ CNVs with imperfect breakpoints may not be atypical

▪ Array Resolution

▪ Breakpoint Error in CNV Caller

▪ Flagging CNVs by reciprocal overlap followed by 

curation allows more precision in counting.



Revisiting 4L to 4N

For recurrent CNVs case-control data has been summarized here:

ClinGen Dosage Sensitivity Map

https://dosage.clinicalgenome.org/



Evaluating Quality of Evidence

4L: 5q35 Microdeletions including NSD1 (Sotos Syndrome)

• Characterized by distinctive facial features, learning 

disabilities and overgrowth. 

• GeneReview: https://www.ncbi.nlm.nih.gov/books/NBK1479/

• Between 15% and 50% of cases are caused by the 5q35 

microdeletion. (Ancestry dependent)

• Observed in multiple studies, Fully Penetrant

https://dosage.clinicalgenome.org/clingen_region.cgi?id=ISCA-37425



Evaluating Quality of Evidence

4M: 16p11.2 BP4 to BP5 Proximal Duplications

Developmental delays (including speech, language and motor delays), 

intellectual disability, autism spectrum disorder, behavioral problems 

(including ADHD), psychiatric disorders, seizures, microcephaly, 

decreased body mass index, congenital anomalies, and additional 

variable clinical findings.

• Weiss et al: Observed in autism cases, bipolar cases and unscreened 

controls.

• Coe et al: 62/29,085 cases 9/19,584 controls (p=3.50E-07), LR+ 4.64 

(95% C.I. 2.54 to 8.8)

Weiss, et al. N Engl J Med. 358:667-675, 2008

https://dosage.clinicalgenome.org/clingen_region.cgi?id=ISCA-37400



Evaluating Quality of Evidence

15q13.3 recurrent duplication (D-CHRNA7 to BP5) 

• Unlike the likely haplo-insufficient deletion, duplications are unlikely 

pathogenic.

• Published duplications are most often inherited, and disease linkage was 

weak (at most incompletely penetrant)

• Coe et al: 202/29,085 cases versus 139/19,584 controls (p= 0.576), 

LR+ = 0.98 (95% C.I. 0.81-1.2)

• Tight confidence bounds = high confidence that real incidence is highly 

similar in cases and controls.

https://dosage.clinicalgenome.org/clingen_region.cgi?id=ISCA-46295



Challenges in CNV studies

All tests assume that the controls and cases are well 

matched

▪ Different array platforms

▪ Can the CNV be detected in all cases?

▪ Ethnicity

▪ Largest Effect of Common sites and small CNVs 

(not under selection)

▪ Predisposing Haplotypes

▪ Case-Control analysis does not capture family 

structure.

▪ De novo vs inherited (segregation, affected 

parents)

▪ Standard Case-Control testing is blind to priors and 

supportive phenotypic evidence



Summary

• p-values are useful but should not be over-interpreted

• Effect Size is a powerful metric, and confidence bounds are 

often more informative clinically than the p-value alone.

• LR+ 5 lower bound > 1 are good starting points for dominant 

conditions.

• When considering a study have all confounders been 

addressed?

• Is the population size sufficient for the effect? Examine 

confidence bounds of proportions or power. Negative findings 

should be interpreted with as much caution as positive findings.



Extra Content



The problem:

Performing many independent statistical tests is akin to 

flipping a coin. Eventually you will make a Type 1 error.

Two common solutions:

The Family Wise Error Rate (Bonferroni correction)

▪ Goal is to set the probability of making at most 1 

Type 1 error at alpha.  

▪ Very Conservative.

The False Discovery Rate (Benjamini and Hochberg)

▪ Goal is to set the maximum proportion of findings 

that could be errors.

Multiple Testing Correction

https://rss.onlinelibrary.wiley.com/doi/full/10.1111/j.1467-9868.2010.00746.x



FDR Continued: 

“Once the FDR managed to break the dichotomy of 'don't worry be 

happy' unadjusted approach, versus the 'panic' FWER approach, 

many other error rates that try to take some middle way were 

offered.”

The FDR approach applies an increasingly stringent 

correction to the strongest p-values in the set of tests 

rather than a single correction to all p-values.  The 

resulting statistic is the q-value.

The FDR also allow use of a prior expectation:

m0 = number of null hypothesis expected to be true

m = number of hypotheses tested

𝐹𝐷𝑅 ≤
𝑚0

𝑚
𝑞 ≤ 𝑞

Multiple Testing Correction

https://rss.onlinelibrary.wiley.com/doi/full/10.1111/j.1467-9868.2010.00746.x



Multiple Testing Correction

The problem (again):

▪ Multiple testing correction is designed to correct errors 

in independent statistical tests.

▪ What tests are independent in a CNV analysis?

▪ Spatial Autocorrelation



Effect Sizes - Penetrance

Penetrance:

Measure likelihood of developing disease given exposure 

(score from 0 to 1). Based on Bayes theory.

Limitations:

▪ Which phenotype to choose for P(D)?

▪ Population Frequency of Developmental Delay 

similar to Signature array cases (any phenotype) 

~5.12%

▪ 16-11.2 Deletion 46.8% (any DD) vs 14.5% (ASD)

Rosenfeld et al. Genet Med. 2013 Jun;15(6):478-81



Effect Sizes - Penetrance

Penetrance:

Important Considerations:

What are you calculating Penetrance to?

Developmental Delay?

Microcephaly?

What are your cases and controls?

Broad DD vs a population control?

Individuals with and without a specific phenotype?



Array Coverage

▪ CYFIP/NIPA2 in Coe et al 2014.

▪ 43/67 (64%) of Control Deletions are from 

the SNP6 platform (57% of controls)

▪ p=2.7E-06

▪ SNP6 tends to perform better in 

regions like this with high SD content.

▪ Correcting for this reduces significance 

estimate from 8E-11 to 3E-6 and Odds 

Ratio from 2.3 to 2.0


